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I. Introduction 

Modern cyber warfare features APTs as the most 

sophisticated destructive threats that adversaries 

employ today. Thieves use stealthy periods which 

range from months to multiple years to get access 

to confidential data. Complex security threats 

affect communities under APT attacks because the 

attackers combine zero-day exploits with social 

engineering methods and network exploration 

protocols that outrun basic signature identification 

systems. Firewall and intrusion detection systems 

(IDS) fail to detect APTs since these attacks create 

hard-to-detect indications. Network activities have 

expanded too much alongside attack methods 

which demand automated systems for detecting 

real-time APT indicators and anomalies. Research 

into Artificial Intelligence shows that it uses past 

data to identify masked patterns that translate into 

a promising security solution. The research details 

AI framework behavior specifically ML and DL 

features regarding their ability to detect and 

ABSTRACT:  

Organizations must adopt improved cyber security methods that defend against cyber threats because 

Advanced Persistent Threats have exhibited rising sophistication in their operations. APT infiltrates 

organizations through extended targeted system intrusions to access secrets or break infrastructure while 

defying conventional sign-based security measures. The paper examines the operation of Artificial 

Intelligence technologies for APT detection and defense. The research develops an APT detection system 

in real time using machine learning and deep learning simultaneously for detecting anomalous activity 

and predictive modeling. The detection accuracy of AI systems increases substantially due to neural 

networks that show better results than normal traditional models. Standard cyber security infrastructure 

and false alarm management present main barriers to the deployment of this artificial intelligence system. 
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Machine Learning and its subset Deep Learning. 

Keywords: Artificial Intelligence, Advanced Persistent Threats (APTs), Cybersecurity, Machine Learning, Deep Learning, 

Intrusion Detection Systems (IDS), Anomaly Detection, Threat Detection, Network Security, AI-based Security Solution 
 

 

 

 

https://doi.org/10.65477/ijmdas.2025.v1.i1.01


 

2 

International Journal of Multidisciplinary and Applied Studies (IJMDAS) 

E-ISSN:3107-8028    

 

 

Research Article 

Vol. 1, No.1, July 2025 

Paper Available at: https://ijmdas.org 

DOI: https://doi.org/10.65477/ijmdas.2025.v1.i1.01 

 

interrupt APT incidents perpetrated on present-day 

enterprise networks. 

 

II. Background of the Study 

Attackers with exceptional capabilities execute 
APT attacks through operations directed against 
essential institutions including administrative 
bodies as well as banking institutions and vital 
infrastructure systems. APS feature several risk 
factors which comprise flexible yet concealed 
operation alongside complex evasion systems. 
APT attackers leverage outmoded programs 
through unsecured functionalities and protocol 
encryption features to avoid detection while 
generating falsified system operations. Known 
attack signature detection methods face difficulty 
defending against threats because these new 
security concerns become hard to detect. Through 
AI technology a system can identify irregular 
operations which indicate potential APT activity 
no matter what the unknown attack patterns 
entail. Big historical databases serve trainable 

machine learning algorithms to recognize patterns 
in system log records and user activities thus 
identifying new and unidentified cyber attack 
methods.  
 

III. Justification 

Traditional security systems show poor 

performance when attempting to detect APTs while 

they actively occur in real-time. Security systems 

leave critical systems exposed to risks because 

their signature-based approaches fail to adapt to 

new attack methods during operations. AI 

maintains a continuous learning ability through 

data that helps defend against the many security 

threats in operation today. The investigation shows 

that AI cyber security research is necessary 

because it can spot complex threats while cutting 

down human-dependent security measures and 

signature-based protective methods.  

AI integration into cyber security tools creates 

better threat detection through precise accuracy and 

quick speed and scalable features that enable quick 

supportive responses to security breaches. 

 

IV. Objectives of the Study  

 This study will achieve successful results by 

investigating how AI technology detects and 

manages APTs.  

 The analysis investigates the detection 

capabilities of machine learning and deep 

learning models including decision trees, 

neural networks, support vector machines, for 

detecting APTs.  

 The development of a framework becomes 

essential because this integration will enable 

faster realtime detection and automated 

response capability.  

 The evaluation of AI-model performance must 

use standard detection solutions combined with 

accuracy detection measurements and 

precision recall testing alongside false positive 

counting for result assessment. 
 

V. Literature Review  

Modern enterprises consider APTs as major 

security threats based on recent studies which state 

that AI presents potential solutions against these 

threats. Research into deep learning and machine 

learning techniques intensifies because these 

methods demonstrate outstanding competence in 

identifying APT threats by analyzing network data 

and system operational patterns together.  

learning models demonstrated their effectiveness 

in detecting APT attack indicators through 

Convolutional Neural Networks (CNNs) according 

to the research by Ahmed et al. (2021). Zhang et al. 

(2020) created combination models which 

integrated neural networks and decision trees for 

better complexity detection of APT threats. Liu et 

al. (2022) studied self-learning approaches because 

these data-free methods identify previously 

unknown threats effectively for ensuring security 

in complex environments. However, challenges 

persist. The lack of interpretability in deep learning 

systems alongside other AI models fosters criticism 

from researchers because they cannot understand 

internal system reasoning. AI applications face 

restrictions in their security deployment because 

essential defense systems require complete 

explanation of their reasoning process. Security 

teams face excessive workload from artificial 

intelligence system-generated false alarm alerts 

which decreases their trust in the protection 

system.2017 
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A. Material and Methodology Dataset 

A part of CICIDS 2017 became available as a 

complete network traffic database with normal 

traffic and malicious activity labels along with 

APT identification. Within CICIDS 2017 

researchers can find 13 attack categories that 

include DoS attacks in combination with DDoS 

attacks and SQL injection attacks. The CICIDS 

dataset has become a frequently used research 

dataset for cyber security studies since it presents 

multiple network activity models. 

 

B. Preprocessing 

 Different preprocessing approaches helped the 

model training process create appropriate 

training parameters from the available data.  

 Conducting domestic knowledge evaluation 

together with correlation analysis made it 

possible to remove unimportant features in the 

feature selection process.  

 Defining data points using min-max 

normalization proved beneficial because it 

produced equivalent standardized ranges for 

uniform input across all model tests.  

 Missing data points received treatment through 

the replacement of their values using overall 

dataset mean feature values. 

 

C. Evaluation Metrics 

 Our performance assessment metrics evaluated 

the activities of our model.  

 A proper classification occurs for a specified 

proportion of instances in the accuracy 

evaluation process.  

 Precision measures all test outcomes declared 

as positive among the actual genuine positive 

results.  

 Recall indicates the proportion of actual 

positive cases to all elements by calculating 

their real positive occurrence rate.  

 The F1-Score joins precision with recall 

through a harmonic mean calculation because 

it brings effective results to unbalanced 

datasets. 

 Through the Confusion Matrix tool users 

receive analytical information about incorrect 

positive predictions and mistaken negative 

evaluations for all tested models  

 

VII. Results (Times New Roman, 14,bold) 

A. Performance Comparison: 

The below table shows test results from the 

performance evaluation which validated the model 

behavior with these findings. 

 

Table: 1 

 

 

 

 

Model Accuracy Precision Recall F1-Score 

Neural Network 92% 91% 93% 92% 

Support Vector Machine 89% 88% 91% 89% 

Decision Tree 85% 84% 87% 85% 
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Figure: 1 

 

Figure: 2 

 

 

 

 

 

 

 

 

 

 

 

  

Confusion Matrix:  

This matrix shows how the Neural Network 

model performed in terms of true positives, false 

positives, true negatives, and false negatives. It 

helps evaluate the classification accuracy of the 

model. 
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Figure: 3 

ROC Curve: 

The ROC curve shows the trade-offs between the 

true positive rate (recall) and false positive rate. It 

includes the AUC (Area Under the Curve) value, 

which is a measure of the model's ability to 

distinguish between APT and normal traffic. 

The Neural Network delivered the optimal 

performance by reaching 92% accuracy in its 

results. The APT detection model achieved 92% 

accuracy along with high precision and recall 

scores and thus established its position as the most 

suitable detection system. Security operators 

encountered numerous incorrect positive results 

stemming from the analysis tool which demanded 

their effective control. 

Support Vector Machine provided 89% model 

accuracy despite using reduced computational 

resources than other models but achieved inferior 

recall results than the neural network. 

Decision Tree had a 85% rate of accuracy which 

made it the least effective solution although its 

ability to analyze patterns made it attractive for 

systems requiring transparent decision systems. 

 

Discussion 

Neural networks perform better than conventional 

machine learning models for detecting APTs 

according to experimental testing outcomes. The 

primary ongoing obstaclesinclude the reduction of 

incorrect detections and the improvement of 

readable understanding for complexificial 

intelligence models. Neural networks face 

operational challenges because they deliver top 

accuracy along with excessive incorrect alerts that 

need optimization before organizations can 

implement them. 

 

Limitations of the Study 

The study faced several limitations: 

• The modeling generalization capability could 

be negatively impacted because the CICIDS 

2017 dataset lacks information for entire real-

life network traffic operations. 

• The main problem with applying neural 

networks for deep learning lies in their inability 
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to show explanations which creates difficulties 

when used in security environments needing 

both transparency and accountability. 

• Testing models require evaluation of their 

ability to handle big enterprise networks along 

with large-scale diverse attack type traffic. 

 

Future Scope 

Future research should focus on: 

• Hybrid Models: Combining AI techniques 

with traditional rule-based systems to leverage 

the strengths of both approaches. 

• Through Unsupervised Learning researchers 

should develop models to identify previously 

hidden entry points when operating without 

labeled data. 

• The security response systems of System 

learning adaptives use advanced algorithms 

that detect patterns of attacks as well as 

network behavioral shifts to deliver upgraded 

security capabilities to their platforms. 

• AI model interpretation enhances its abilities 

through explainable AI technology from XAI 

to help users embrace cyber security solutions 

through increased trust. 

 

VIII. Conclusion 

The research demonstrates artificial intelligence 

technologies specifically machine learning and 

deep learning operate successfully as detection and 

control systems for Advanced Persistent Threats. 

Research outcomes verify that AI-based security 

systems achieve better precision in addition to 

automatic capabilities than standard security 

measures. The implementation of AI security 

systems requires solving three main obstacles 

involving false trigger alerts besides scalability 

challenges and model explanation readability 

issues before it reaches mainstream adoption. 

Studies that combine various AI models with 

unsupervised learning systems while improving 

model understandability will enhance future 

capabilities of AI cybersecurity. 
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